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Abstract: The complexity trade-off hypothesis suggests a balance between different
linguistic features across human languages. This study investigates this hypothesis
by quantitatively examining the evolution from Latin to Modern Romance lan-
guages. We focus on the trade-off between morphological richness and word order
freedom, providing insights into their dynamic interrelations during linguistic evo-
lution. Our analysis demonstrates that morphological richness and word order free-
dom are distributed along a continuum, with Latin exhibiting higher morphological
complexity and freer word order and Modern Romance languages having lower
morphological richness and more rigid word order. This evolution reflects the prin-
ciples of efficiency in complex adaptive systems, showing a significant complexity
trade-off where increases in one feature often result in decreases in the other. These
findings indicate the adaptive nature of linguistic systems and offer valuable in-
sights for diachronic typological research, enhancing our understanding of the com-
plexity trade-off from a quantitative perspective.
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1 Introduction

Inlinguistic research the complexity trade-off hypothesis, also known as the negative
correlation hypothesis, holds that the various elements of human languages exhibit
negative correlations in terms of complexity (Hockett 1958; Crystal 1997; Coloma 2017).
This hypothesis suggests that all languages strive to balance their overall complexity
in order to efficiently convey similar content. Hockett (1958, 180-181) noted that the
overall complexity of the grammar (including lexicon and syntax) of any language
should be roughly the same, as all languages need to express content of roughly the
same complexity. Thus, what cannot be expressed morphologically must be conveyed
syntactically. In other words, if the morphological structure of a language is complex,
then the syntax should be simple; conversely, if the syntax is complex, then the mor-
phology should be simple. Crystal (1997, 5-6) also pointed out that all languages pos-
sess complex grammatical systems; they may be relatively simple in one aspect (such
as having no inflections), but if so they usually become relatively complex in another
aspect (such as word order), meaning that languages are self-regulating systems.

Morphological richness generally refers to the complexity and variety of word
forms within a language, while word order freedom refers to the flexibility with
which words can be arranged to form sentences. Previous studies have explored the
relationship between morphological case and word order freedom, suggesting that
there might exist a linguistic tendency towards a complexity trade-off by which
languages with richer morphology tend to allow more flexible word order (Sapir
1921; McFadden 2003; Yan/Liu 2021; Li, et al. 2022; Li/Liu 2024). Research has also
examined the role of processing complexity in word order changes, indicating that
word order is a stable aspect of a particular language but it can vary significantly
between languages in terms of the freedom allowed (Tily 2010). Furthermore, the
balance between effort and information transmission during language acquisition
has been studied, revealing correlations between case marking and constituent or-
der freedom (Fedzechkina, et al. 2017). These studies offer a window into how hu-
mans encode and decode linguistic information, enriching our understanding of the
dynamic relations between different components of human language (Yan/Liu 2021,
132). However, few studies to date have focused on this linguistic hypothesis from a
diachronic perspective (Gulordava/Merlo 2015), which will provide us with another
angle from which to approach language evolution and language processing.

In the field of historical linguistics the study of language evolution and struc-
ture is complex, intertwining various linguistic aspects such as morphology and
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syntax. Among the most persistent topics within this field is the diachronic changes
in morphosyntactic features from Latin to the Romance languages (Schwegler 1990;
Ledgeway 2012; Liu/Xu 2012). The relationship between Romance languages and
their common ancestor, Latin, provides an exceptional opportunity to explore how
languages evolve over time (Posner 1996; Maiden 2014). The evolution of Romance
languages from their shared Latin or Proto-Romance ancestry presents a fascinat-
ing case for linguistic analysis (Ledgeway 2011; Buchi/Chauveau 2015; Vincent 2016).
However, while some explorations of these typological changes have been con-
ducted (e.g., Gulordava/Merlo 2015; Haspelmath/Michaelis 2017), investigations into
the overall features of morphological richness and word order freedom remain in-
sufficient.

Specifically, Latin is a synthetic or inflected language, meaning that the endings
of words can change to indicate their grammatical function in a sentence. This al-
lows for a high degree of word order or syntax flexibility. For instance, to express
the idea of “Caesar captured the city”, the Latin language may have six different
variants:

SOV: Caesar cepit urbem (Caesar the city captured)
SVO: Caesar urbem cepit (Caesar captured the city)
VSO: Cepit Caesar urbem (Captured Caesar the city)
VOS: Cepit urbem Caesar (Captured the city Caesar)
OSV: Urbem Caesar cepit (The city Caesar captured)
OVS: Urbem cepit Caesar (The city captured Caesar)

In the above sentences “Caesar” is the nominative form, indicating the subject,
while “cepit” is the third person singular perfect active indicative form of “capere”
(to capture). “Urbem” is the accusative form of “urbs” (city), indicating the object.
Although SOV and SVO are the most commonly used word orders in Latin, the
meanings of all these six variants remain clear. The endings of the words indicate
their grammatical roles (nominative for the subject, accusative for the object), and
the relationship between the words is maintained regardless of word order. This
means that the grammatical roles in Latin are clearly marked by the inflections, the
words in the sentence can be rearranged in various orders, and the sentence will
still be understood, showcasing the syntactic flexibility and rich morphology of
Latin.

When we examine Modern Romance languages, however, we find that they
tend to be less morphologically marked and more syntactically fixed. Despite the
wealth of qualitative research on these languages, there remains a gap in under-
standing the historical trends and precise mechanisms that govern the relations
between morphological richness and word order freedom in the evolution of the
Romance language. This gap hinders a comprehensive understanding of language
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evolution and typology (Dahl 2004). In other words, there is still a noteworthy lack
of quantitative and empirical investigation of the overall evolution of the features of
morphological richness and word order freedom in Modern Romance languages.

Quantitative linguistics, a subdiscipline of general linguistics, explores lan-
guage features through mathematical approaches, offering a lens for the quantita-
tive investigation of morphosyntactic dynamics in this research. It aims to quantify,
simulate, model, and explain linguistic phenomena and their ever-evolving nature,
shedding light on the self-adaptive mechanisms and dynamic processes that drive
the evolution of language over time (Kohler, et al. 2005; Kéhler/Altmann 2008; Best/
Rottmann 2017; Yan 2024). In this study, we utilize a quantitative linguistic approach
to examine the complexity trade-off between morphological richness and word or-
der freedom in Romance languages. To achieve this, suitable linguistic materials
and quantitative methods must be identified. In the 1960s Greenberg proposed
metrics to assess synthesis levels in languages by examining morpheme counts per
word and implicational universals related to word order (Greenberg 1960; 1963).
Despite these foundational efforts, debates persist regarding the best linguistic ma-
terials and evaluation methods for examining morphological richness and word
order flexibility, reflecting the diverse morphological and syntactic properties of
languages (Dahl 2004; Bickel/Nichols 2007; Haspelmath/Michaelis 2017).

The current study adopts the emerging cross-lingually consistent annotated
corpora of Universal Dependencies (UD) as the linguistic materials, and the refined
metrics of moving-average mean size of paradigm (MAMSP) and word order cosine
similarity (COSS). The rationale for adopting these linguistic materials and quanti-
tative metrics is twofold. First, UD is a database encompassing over 100 languages,
designed to maximize cross-linguistic parallelism by consistently annotating differ-
ent languages (Nivre 2015). A key advantage of this database for typological studies
is its consistent and specific annotations, enabling easy comparison and interpreta-
tion across languages (Gerdes, et al. 2021; Yan/Liu 2023) (cf. Section 2.1 Materials for
more details). Second, MAMSP and COSS are well-suited to the UD data, which pro-
vides information on word forms and word lemmas for each word, and syntactic
relations for each sentence. MAMSP quantifies the average number of unique in-
flected forms per lemma, applying a moving-average operation to mitigate the im-
pact of corpus size (Yan/Liu 2021; Li, et al. 2022; Li/Liu 2024), while COSS measures
the similarity between actual word order variants and an ideal balanced word or-
der distribution, namely the flexibility of word orders (Kubon, et al. 2016). This ap-
proach emphasizes using quantitative, computable, and interpretable metrics to
understand the evolution of morphosyntactic features across languages (cf. Sec-
tion 2.2 Methods for more details). By utilizing large-scale corpora of UD with mor-
phological and syntactic annotations and established metrics of MAMSP and COSS,
this research explores how the morphology and syntax of Romance languages have
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changed compared to Latin, thereby capturing the patterns and laws beneath the
diachronic changes in morphological richness and word order freedom in Romance
languages. The primary research questions are as follows:

Question 1: How has the morphological richness of Romance languages evolved over time?
Question 2: How has the word order freedom of Romance languages changed over time?
Question 3: What are the correlations between morphological richness and word order freedom
in Romance languages?

This study aims to contribute to the broader understanding of language change and
typology, offering insights into the cognitive and communicative factors that shape
language structure. It will also provide valuable data for computational models of
language processing.

The paper will be structured as follows: Section 1 introduces the study and
provides a literature review of relevant research. Section 2 details the linguistic
materials and the corpus-based approach used. Section 3 presents the findings and
interprets the implications of the results. Finally, Section 4 summarizes the study
and suggests directions for future research.

2 Materials and methods
2.1 Materials

In the current research we implemented a corpus-based approach, concentrating
on Latin and seven Romance languages to comprise a total of eight languages across
23 corpora derived from UD version 2.5 (Zeman, et al. 2019).! Additionally, we incor-
porated four Chinese corpora covering both Modern (three corpora) and Classical
Chinese (one corpus),’ to serve as benchmarks for analysis. Consequently, our study
encompasses 27 corpora across nine languages, as outlined in Table 1. More details
on the corpora used can be found in Appendix L

1 Cf. <https://universaldependencies.org/>.
2 InUD2.5there are six corpora for Chinese. Due to the lack of LEMMA annotations, we have excluded
the Chinese-HK and Chinese-PUD corpora from our analysis.


http://universaldependencies.org/

328 —— SigiLiu/ Jianwei Yan / Haitao Liu DE GRUYTER

Table 1: Basic information on the 27 corpora

# Categories Languages Number of Dominant word order in
corpora WALS

1 Research Focus Latin 3 No matching records found
2 Catalan 1 SVO

3 French 5 SVO

4 Galician 2 No matching records found
5 Italian 6 SVO

6 Portuguese 1 SVO

7 Romanian 3 SVO

8 Spanish 2 SVo

9 Baseline Chinese 4 svo?

Grand Total 27

As shown in Table 1, the ancestor of Romance languages, Latin, is listed in the first
row, and the following seven Romance languages belong to the sub-branches of
Ibero-Romance (Spanish, Portuguese, Galician, Catalan), Gallo-Romance (French),
Italo-Romance (Italian), and Eastern Romance (Romanian). The Chinese language is
considered typical analytic (Norman 1988; Li/Thompson 1989) contrary to the syn-
thetic nature of Romance languages.

All UD corpora used are annotated in the CONLL-U format, which follows the
principles of dependency grammar (Tesniere 1959; Mel’¢uk 1988). This format effec-
tively captures the linguistic relationships between sentence elements, especially
heads and dependents (Heringer 1993; Hudson 1995; Jiang/Liu 2018), supporting de-
tailed linguistic analyses across diverse languages and language families. Figure 1is
a tree representation of the sample sentence, Andy drinks a few beers, and I drink
some coffee, based on the CoNLL-U format. It includes Dependency Relations be-
tween the heads and dependents, XPOS Tags (language-specific part-of-speech tags),
Word Forms, Word Lemmas, and UPOS Tags.*

3 In WALS (cf. <https://wals.info/>), Chinese is regarded as Mandarin.
4 Cf. <https://universaldependencies.org/format.html>.
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Word Form Andy drinks a few beers and I drink some coffee .
Word Lemma drink] [a][few] [beer] [and][i] [drink] [some] [coffee]
UPOS Tag PROPN VERB DET ADJ NOUN CCONJ PRON VERB DET NOUN

Figure 1: Tree representation of the sample sentence Andy drinks a few beers, and I drink some coffee®

Based on the Word Forms and Word Lemmas in Figure 1, we can see that the VERB
drinks and the NOUN beers are morphologically marked, then we can quantify the
morphological richness of the language under discussion and compare it with that
of other languages. In addition, based on the Dependency Relation of nsubj hetween
Andy and drinks, that of obj between drinks and beers, and the UPOS Tag of VERB
(drinks), we know that the word order of the first main clause is SVO. Also, based on
the Dependency Relation of nsubj between I and drink, that of obj between drink
and coffee, and the UPOS Tag of VERB (drink), we know that the word order of the
second main clause is SVO as well.

2.2 Methods

The metrics of moving-average mean size of paradigm (MAMSP) and cosine similar-
ity of word order (COSS) were adopted as indicators of morphological richness and
word order freedom, respectively.

2.2.1 Morphological richness

We employed the MAMSP metric to assess morphological richness. To understand
how MAMSP is calculated, it is crucial to first grasp the concept of Mean Size of
Paradigm (MSP), which was initially proposed by Xanthos and Gillis (2010). MSP
quantifies morphological richness by calculating the average number of unique in-
flected forms per lemma. The formula for this calculation is as follows:

5 Cf. <https://corenlp.run/>.
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F
MSP = —
L

In this formula, F represents the number of distinct inflected word forms and L the
number of distinct lemmas, either within a specific sentence or across an entire
corpus. For instance, the total number of distinct word forms in the sample sen-
tence Andy drinks a few beers, and I drink some coffee. is 10, including Andy, drinks,
a, few, beers, and, I, drink, some, and coffee (F = 10). The number of distinct lemmas,
however, is 9, counting Andy, drink, a, few, beer, and, I, some, and coffee (L =9).
Therefore, the MSP of the sentence is 10/9 = 1.11.

Following Yan and Liu (2021), we refined the MSP algorithm by introducing the
moving-average MSP (MAMSP). This adaptation utilizes a moving-average operation
to reduce the impact of corpus size on the MSP results. Also, being different from
the original methodology of Xanthos and Gillis (2010), which focused solely on verbs
and nouns, our approach incorporates all UPOS Tags in calculating MAMSP. This
extension is essential for providing a more accurate representation of inflectional
languages with sophisticated case systems. The specific formula for MAMSP is as
follows:

Y
MAMSP(W) = N—17W+1
In this formula, N signifies the total number of tokens in a corpus while W denotes
the window size, with the condition that W < N. Within each window, F; represents
the number of distinct word forms and L; the number of distinct lemmas. For the
practical application of this modified metric, we adopted a standard window size of
500 (W = 500), following Covington and McFall (2010) in their calculation of moving-
average type-token ratio. Our calculation was based on the Word Form and Word
Lemma information extracted from the UD corpora, and was performed using a
self-written R script. A higher MAMSP value indicates a greater morphological com-
plexity in the language under analysis. This approach allows us to analyze and com-
pare morphological complexity across different languages.

2.2.2 Word order freedom

Since the word order of the core arguments and the verb (S§/V/O) of sentences has
always been the most fundamental element of word order (Dryer 2005), we will
focus on the flexibility of the word orders of the languages under investigation.
Specifically, we extracted word order information from the UD corpora. One note-
worthy point is that to minimize the impact of varying proportions of non-declara-
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tive sentences (i.e., imperative, interrogative, and exclamative) across the 27 cor-
pora, we first excluded all non-declarative sentences using a self-written Perl script.
Another important thing to note is that when it comes to the word order of S/V/O,
some studies mixed main clauses and subordinated clauses altogether, while others
focused on main clauses only (Greenberg 1963; Tomlin 1986; Dryer 1992; Courtin
2018; Yan/Liu 2021). Hence, in this study, we investigate the word order freedom in
both situations to ensure the reliability of the measures used in the current re-
search.

Technically, following the methodologies of Bonfante, et al. (2018) and Courtin
(2018, 36-40), we calculated the relative frequencies or probabilities of the six S/V/O
variants of the two situations in these corpora, utilizing specific extraction patterns
based on the UPOS Tags and Dependency Relations as shown in Figure 1.

Specifically, the extraction pattern for the SVO of mixing main and subordinate
clauses and the extraction pattern for the SVO of extracting main clauses are pro-
vided below.

SVO Pattern (Situation 1: both main and subordinate clauses):®

pattern { V [upos=VERB]; V -[nsubj | csubj]-> S; V -[obj|iobj | xcomp | ccomp]-> O; S << V; V << O;
§$<<0}

SVO Pattern (Situation 2: main clauses only):

pattern { V [upos=VERB]; V -[nsubj]-> S; V -[ohj]-> O; S << V; V<< 0; S<< 0 }

The other five extraction patterns (SOV, VSO, VOS, OVS, OSV) for each situation fol-
low a similar pattern. Using the probabilities of all six variants in two different
situations, we calculated the values of COSS, a metric that measures the similarity
between two vectors and is widely utilized in information retrieval (Muflikhah/Ba-
harudin 2009; Li/Han 2013; Yan/Liu 2021). In this research, COSS is employed to mea-
sure the distances between the actual probability of each S/V/O variant and the
“ideal vector”, which represents an equal frequency distribution of all six variants
(i.e.,100% / 6 = 0.1667) (Kubon, et al. 2016). The algorithm used is as follows:

> Plx) + Plyi)

\/ S Pk’ \/ > P

COSS =

In this formula the symbol P(x;) represents the probability or the relative frequency
of each word order variant in a given language, while P(y;) refers to the “ideal vec-
tor” (0.1667), which assumes an equal distribution of frequencies. The values of

6 The extraction patterns are supported by the Grew software. For more information on Grew, cf. <-
https://grew.fr/>.
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COSS increase with the growth of word order freedom (Kubon, et al. 2016). There-
fore, the larger the COSS, the greater the freedom of word order.

To summarize, we adopted a corpus-based approach in the current research
due to its ability to facilitate large-scale, empirical analysis of linguistic data. The
morphological richness and word order freedom of the languages under investiga-
tion, as well as their interrelations, were measured and quantified using com-
putable and comprehensive measures of MAMSP and COSS derived from annotated
corpora.

3 Results and discussion

Section 3.1 explores the diachronic changes in the morphological richness of Ro-
mance languages using the MAMSP metrics across all the corpora studied. Sec-
tion 3.2 focuses on the diachronic changes in word order freedom in Romance lan-
guages. In this part, we first examine the correlation between word order freedom
based on the COSS metrics of two situations (for both main and subordinate clauses
and for main clauses only). Finally, Section 3.3 evaluates the trade-off between
morphological richness and word order freedom, investigating whether they follow
the complexity trade-off hypothesis and whether these metrics can assess the evolu-
tion and closeness of Romance languages.

3.1 The diachronic change of morphological richness in
Romance languages

To evaluate the diachronic changes in morphological richness in Romance lan-
guages we calculated the MAMSP values, which serve as indices of morphological
complexity, for the 27 corpora across the nine different languages, and ranked
MAMSP in descending order as shown in Figure 2. The detailed MAMSP values are
presented in Appendix II.
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Figure 2: Morphological richness of all 27 corpora.

As previously mentioned, languages with higher MAMSP values demonstrate greater
morphological complexity. Figure 2 shows that Chinese languages have lower
MAMSP values compared to Romance languages. This result indicates that typical
analytical languages, in our case both Modern and Classical Chinese, are at the op-
posite end of the morphological spectrum from Romance languages, with the lowest
MAMSP values in Figure 2. Conversely, the typical synthetic Indo-European Ro-
mance languages, especially the highly synthetic Latin language (all three Latin cor-
pora with relatively high MAMSP), occupy the other end of the spectrum. This pat-
tern supports our initial hypothesis that these languages are sequentially distrib-
uted along a continuum of morphological richness.

Another interesting feature of this morphological continuum is the exception-
ally high MAMSP values observed in the Romanian-Nonstandard corpus. This pecu-
liarity can be attributed to the inclusion in the corpus of various nonstandard lan-
guage genres such as Old Romanian, Chat, and Folklore (Maranduc/Malahov, et al.
2016; Maranduc/Perez, et al. 2016; Maranduc/Bobicev 2017). These nonstandard vari-
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eties of Romanian include various dialects and regional forms of the language and
preserve historical linguistic features, retaining older forms and more complex
morphological structures that might have been simplified or lost in the standard
language. Also, the Romanian language has been influenced by multiple languages
throughout its history, especially Slavic languages (Hitchins 1996; Schaller 2023).
Due to geographical proximity and political and cultural exchanges, the geographi-
cal area of Romania had frequent contact with Slavic countries (a well-known
language family for its rich morphological markings). This contact has led to the
Romanian language borrowing many Slavic words, especially words related to reli-
gion, everyday life, agriculture, and social structure. The connection between Roma-
nian and Slavic languages also explains why the other two Romanian corpora, i.e.,
Romanian-RRT and Romanian-SiMoNERo, also have high MAMSP.

However, the classifications of subbranches within other corpora of Modern
Romance languages are less distinct, as they exhibit similar MAMSP values ranging
from 1.11 to 1.19. In Section 3.3, we will further investigate the clustering of Ro-
mance languages to determine whether Modern Romance languages can be classi-
fied into corresponding subbranches based on both morphological richness and
word order freedom metrics.

In summary, the quantitative analysis reveals significant diachronic changes in
morphology from Latin to Modern Romance languages. Latin has a highly inflec-
tional system with extensive case marking on nouns and verbs conjugated for per-
son, number, tense, mood, etc., whereas the Romance languages have reduced or
eliminated some of these inflectional categories. This reduction is evident through
the decreased form counts for lemmas compared to Latin.

3.2 The diachronic change of word order freedom in Romance
languages

We then examined the diachronic changes in word order freedom in Romance lan-
guages using the COSS metrics across all the corpora under investigation. Prior to
this analysis we calculated the COSS values based on both main and subordinate
clauses and on main clauses alone, to ensure the reliability of the metrics in mea-
suring the word order freedom of the languages studied. The results are presented
in Figure 3 and Figure 4, respectively. The detailed COSS values for these two situa-
tions are presented in Appendix ITI and Appendix IV.
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Figure 3: Word order freedom of all 27 corpora based on both main and subordinate clauses.
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Figure 4: Word order freedom of all 27 corpora based on main clauses only.

As previously mentioned in Section 2, languages with higher COSS values exhibit
greater word order flexibility. Both Figure 3 and Figure 4 demonstrate that the
COSS values for Chinese are generally lower (ranging from 0.41 to 0.43 and from
0.41 to 0.42, respectively) than those for Romance languages, indicating that analyti-
cal languages have less word order flexibility than Romance languages. Addition-
ally, Latin generally has the highest COSS values (ranging from 0.70 to 0.80 and from
0.69 to 0.79, respectively) among the languages studied, compared to other Modern
Romance languages.

One noteworthy point is that the Romanian-Nonstandard and Romanian-
SiMoNERo corpora exhibit distinct peculiarities. Romanian-Nonstandard demon-
strates relatively high word order freedom, whereas Romanian-SiMoNERo shows
comparatively low word order freedom. This may be attributed to two reasons. For
one, the Romanian-Nonstandard corpus is composed of various nonstandard
Romanian genres, as mentioned in Section 3.1, which means the corpus is likely to
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keep the flexible word order featured by dialects and historical forms. For another,
the Romanian-SiMoNERo corpus is a contemporary medical corpus composed of
three medical subdomains: cardiology, diabetes, and endocrinology (Mitrofan, et al.
2019; Barbu Mititelu/Mitrofan 2020). As suggested by previous research (Yan/Liu
2021), formal genres tend to exhibit more rigid word order. This tendency might
explain why the COSS of the Romanian-SiMoNERo corpus is relatively low.

To further validate the reliability and precision of COSS as a measure of syntac-
tic complexity, we created a scatterplot with a regression line to illustrate the rela-
tionship between COSS values based on both main and subordinate clauses and
those based on main clauses only, as shown in Figure 5.
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Figure 5: Word order freedom of all 27 corpora based on both main and subordinate clauses, and those
based on main clauses only.

Figure 5 demonstrates that the regression line effectively captures the correlation
between COSS values based on both main and subordinate clauses and COSS values
based on main clauses only, with a positive, strong, and statistically significant
Spearman’s rank correlation coefficient (p = 0.95, p =5.4e-14 < 0.001). This result
suggests that the measures of word order freedom, whether for both main and sub-
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ordinate clauses or based on main clauses alone, are consistent and reliable in re-
flecting the degree of word order flexibility in the languages under investigation.
Furthermore, the visualization in Figure 5 confirms that the Proto-Romance ances-
try, Latin, exhibits greater syntactic flexibility compared to modern ones and signif-
icantly more than our baseline, Chinese.

In a difference from previous studies (e.g., Yan/Liu 2021) that relied on the COSS
of both main clauses and subordinate ones, the present research sought to measure
word order flexibhility in main clauses only, as well to examine the word order free-
dom in two dimensions. Our result of a significant correlation further demonstrates
the effectiveness of cosine similarity measures in quantifying the word order flex-
ibility of the languages under investigation.

To summarize, this section has validated the reliability of the metrics in mea-
suring the word order freedom of the languages, and presented our findings related
to diachronic changes in the word order freedom of Romance languages. Specifi-
cally, our quantitative methods provide evidence for the significant syntactic
changes that have occurred during the evolution from Latin to Modern Romance
languages. While Latin is characterized by relatively free word order due to its rich
case system allowing for flexible constituent placement within sentences, most
Modern Romance languages display more rigid SVO order in both main and subor-
dinate clauses.

3.3 The trade-off relationship between morphological
complexity and syntactic flexibility in Romance languages

The previous sections have demonstrated that the morphological and syntactic met-
rics we employed are computationally viable, easy to interpret, and effective in
capturing the complex structures of human languages. Building on our analysis and
validation of these measures of morphological richness and word order freedom,
we subsequently examined the trade-off relationships between these two compo-
nents in Romance languages. Figure 6 illustrates the evolutionary dynamics of Ro-
mance languages as they developed from Latin.
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Figure 6: Correlations based on morphological richness and word order freedom (based on both main

and subordinate clauses and main clauses only, respectively) of all 27 corpora.
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Figure 6 reveals a trade-off correlation between morphological complexity and syn-
tactic flexibility. The Spearman’s rank correlation coefficient hetween MAMSP and
COSS (considering both main and subordinate clauses, Figure 6 (a)) is moderate
and statistically significant (p = 0.51, p = 0.0075 < 0.01). Similarly, the Spearman’s
rank correlation coefficient between MAMSP and COSS (considering main clauses
only, Figure 6 (b)) is also moderate and statistically significant (p = 0.56, p = 0.0022 <
0.01).

These findings indicate that as Latin evolved into the Romance languages its
rich system of morphological markings was progressively simplified, while word
order became increasingly rigid. In other words, the diachronic analysis provides
evidence for a compensatory relationship between morphological and syntactic
change during the transition from synthetic Latin to the analytic Romance lan-
guages. This suggests that a decrease in morphological complexity correlates with
less word order flexibility, supporting the complexity trade-off hypothesis. Conse-
quently, these statistical findings provide empirical support for qualitative assump-
tions regarding the interplay between morphology and syntax in linguistics (Sapir
1921; McFadden 2003).

An additional consideration is the effectiveness of the morphological and syn-
tactic metrics used in this study to categorize Romance languages into distinct sub-
groups. By adopting a morphological richness metric and two word-order freedom
metrics, we conducted an Agglomerative Clustering Analysis using Euclidean dis-
tance as the similarity measure. The resulting cluster dendrograms and cluster
plots, based on MAMSP and COSS (considering both main and subordinate clauses)
and MAMSP and COSS (considering main clauses only), are presented in Figure 7.
The correlation coefficients of 0.935 and 0.932 respectively indicate that the cluster
trees effectively represent the relationships between the languages.’

7 While the high correlations indicate that the clustering process accurately represents the original
distances of the morphosyntactic features among the language corpora, they do not automatically
mean that languages from the same subbranches are grouped together. That’s why we further inves-
tigated the clustering output, including the dendrogram and specific clusters, to confirm how well the
clustering aligns with known subbranches. For instance, in Figure 7(a), Romanian-SiMoNERo and
Italian-PUD are grouped into a small subset within the larger red subset representing Modern Ro-
mance languages. This does not imply that certain varieties of Romanian are more closely related to
Italian than to other Romanian varieties; rather, it indicates that these two corpora exhibit more
similarities to each other based on the morphosyntactic features and clustering algorithm used in this
study. More importantly, both still fall under the broader subset of Modern Romance languages,
meaning they exhibit greater similarity to other corpora within this red subset compared to those in
the yellow and green subsets.
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(a) Cluster dendrogram and cluster plot based on MAMSP and COSS (for both main and subordinate
clauses).
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(b) Cluster dendrogram and cluster plot based on MAMSP and COSS (for main clauses only).

Figure 7: Cluster dendrograms and cluster plots based on MAMSP and COSS (for both main and
subordinate clauses) and MAMSP and COSS (for main clauses only).

The cluster dendrograms and cluster plots in Figure 7 demonstrate the high accu-
racy of the classification models in differentiating between the baseline (repre-
sented by the yellow subset) and Romance languages (represented by the red and
green subsets). Furthermore, the dendrogram highlights the distinctiveness of an-
cient Romance languages (denoted by the green subset, which includes Latin-
Perseus, Latin-PROIEL, and Latin-ITTB), as they consistently group together in a se-
parate category, along with Romanian-Nonstandard. The underlying reasons for
this grouping of Romanian-Nonstandard has been discussed in Sections 3.1 and
3.2. This is also the case for the cluster plots shown in the right panels of Figure 7.
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In other words, in these two-dimensional spaces the sub-branches represent
the typical and highly analytic languages of Chinese, the more synthetic Romance
languages, and the most synthetic Latin. This distribution demonstrates that Chi-
nese corpora exhibit a lower degree of morphological complexity and lower word
order flexibility compared to Romance languages, which are themselves less com-
plex and flexible than Latin.

An interesting finding here is the dynamic adaptation between morphological
richness and word order freedom over time. As Modern Romance languages have
reduced their morphological features, they have correspondingly developed more
rigid syntactic word orders. This aligns with the theoretical assumption that trade-
offs between morphology and syntax reflect the principle of least effort and syner-
getic linguistics (Zipf 1965; Kohler 1987, 2005; Koplenig, et al. 2017; Yan/Liu 2021; Li/
Liu 2024), suggesting that humans strive to encode and decode linguistic informa-
tion efficiently.

To be specific, flexible word order demands greater cognitive resources to en-
code and decode more detailed morphological information. Conversely, fixed word
order reduces the cognitive load required to encode and decode complex morpho-
logical rules, allowing grammatical relationships to be conveyed more straightfor-
wardly (Yan/Liu 2021, 148; Li, et al. 2022). Our empirical results support this hypoth-
esis, showing that the trade-off between morphology and syntax in Romance lan-
guages has evolved to optimize communication efficiency. This quantitative
perspective provides valuable evidence for the principle of efficient communication
in linguistic evolution.

4 Conclusion

This study employs 23 corpora made up of Latin and seven Modern Romance lan-
guages from the UD 2.5 database as primary research objects, complemented by
four corpora of typical analytic languages (Classical and Modern Chinese) as base-
lines. The research investigates the correlation between morphological richness
and word order freedom within the Romance languages, and explores the potential
of clustering these languages based on their morphosyntactic features.

Using the quantitative metrics of MAMSP and COSS, morphological and syntac-
tic features were extracted and quantified from annotated corpora. The statistical
results confirm the consistency and reliability of the adopted indicators, especially
the COSS metrics considering both main and subordinate clauses and those consid-
ering main clauses only. Notably, the well-known complexity trade-off hypothesis
holds within Romance languages, indicating a negative relationship between mor-
phological richness and word order rigidity. Additionally, clustering analysis based
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on these indicators effectively differentiates Chinese from Romance languages: the
ancestor of Romance languages, Latin, exhibits distinct morphological and syntactic
characteristics compared to Modern Romance languages.

Unlike previous studies that primarily relied on qualitative analyses, this re-
search adopts a quantitative approach to explore the diachronic evolution of Ro-
mance languages. By systematically investigating historical changes in morphologi-
cal and syntactic structures, it uncovers broader trends in the typological develop-
ment of languages over time. The study not only enriches our understanding of
language change within the Romance family but also opens up new perspectives for
typological inquiry through corpus-based methods.

The findings highlight the importance of examining linguistic evolution from a
diachronic perspective, and demonstrate how quantitative analysis can reveal pat-
terns and trends over time. Future research could explore additional aspects of lan-
guage change within this language family, or could conduct comparative studies
with other language families to gain deeper insights into the broader dynamics of
linguistic evolution.
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Appendices

Appendix I Details on the 27 corpora

Corpus Language Sub-branch
Catalan-AnCora Catalan Ibero-Romance
French-FQB French Gallo-Romance
French-GSD French Gallo-Romance
French-ParTUT French Gallo-Romance
French-Sequoia French Gallo-Romance
French-Spoken French Gallo-Romance
Galician-CTG Galician Ibero-Romance
Galician-TreeGal Galician Ibero-Romance
Italian-ISDT Italian Italo-Romance
Italian-ParTUT Italian Italo-Romance
Italian-PoSTWITA Italian Italo-Romance
Italian-PUD Italian Italo-Romance
Italian-TWITTIRO Italian Italo-Romance
Italian-VIT Italian Italo-Romance
Latin-ITTB Latin Latin
Latin-Perseus Latin Latin
Latin-PROIEL Latin Latin
Portuguese-Bosque Portuguese Ibero-Romance
Romanian-Nonstandard Romanian Eastern Romance
Romanian-RRT Romanian Eastern Romance
Romanian-SiMoNERo Romanian Eastern Romance
Spanish-AnCora Spanish Ibero-Romance

Spanish-GSD Spanish Ibero-Romance
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Corpus Language Sub-branch
Chinese-CFL Chinese Sino-Tibetan
Chinese-GSD Chinese Sino-Tibetan
Chinese-GSDSimp Chinese Sino-Tibetan
Classical_Chinese-Kyoto Classical Chinese Sino-Tibetan

Appendix II: Morphological richness of the 27 corpora

Corpus MAMSP Language Sub-branch
Romanian-Nonstandard 1.474214 Romanian Eastern Romance
Latin-ITTB 1.447406 Latin Latin
Latin-PROIEL 1.388395 Latin Latin
Latin-Perseus 1.254863 Latin Latin
Romanian-RRT 1.196385 Romanian Eastern Romance
French-Spoken 1.195184 French Gallo-Romance
French-ParTUT 1.193890 French Gallo-Romance
Italian-VIT 1193363 Italian Italo-Romance
French-Sequoia 1.190611 French Gallo-Romance
Romanian-SiMoNERo 1.187633 Romanian Eastern Romance
Italian-ParTUT 1.183984 Italian Italo-Romance
Italian-ISDT 1179742 Italian Italo-Romance
Italian-TWITTIRO 1.174830 Italian Italo-Romance
French-FQB 1.167354 French Gallo-Romance
Italian-PoSTWITA 1.165279 Italian Italo-Romance
Catalan-AnCora 1.155326 Catalan Ibero-Romance
Galician-TreeGal 1.153818 Galician Ibero-Romance
Italian-PUD 1.149822 Italian Italo-Romance
Spanish-AnCora 1.145682 Spanish Ibero-Romance
French-GSD 1.133480 French Gallo-Romance
Spanish-GSD 1.118590 Spanish Ibero-Romance
Portuguese-Bosque 1.117207 Portuguese Ibero-Romance
Galician-CTG 1.114442 Galician Ibero-Romance
Chinese-CFL 1.001563 Chinese Baseline
Chinese-GSDSimp 1.001454 Chinese Baseline
Chinese-GSD 1.001391 Chinese Baseline
Classical_Chinese-Kyoto 0.999993 Classical Chinese Baseline

* The values are ranked in descending order according to the MAMSP values.
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Appendix III: Word order freedom of the 27 corpora based on both
main clauses and subordinate clauses

Corpus COSS (main and Language Sub-branch
subordinate clauses)
Latin-Perseus 0.802026 Latin Latin
Romanian-Nonstandard 0.779436 Romanian Eastern Romance
Latin-PROIEL 0.779048 Latin Latin
Latin-ITTB 0.695514 Latin Latin
Spanish-GSD 0.641961 Spanish Ibero-Romance
Catalan-AnCora 0.596312 Catalan Ibero-Romance
Spanish-AnCora 0.584069 Spanish Ibero-Romance
Galician-CTG 0.555904 Galician Ibero-Romance
Italian-PoSTWITA 0.550137 Italian Italo-Romance
Galician-TreeGal 0.524038 Galician Ibero-Romance
French-Spoken 0.522754 French Gallo-Romance
French-ParTUT 0.518288 French Gallo-Romance
Italian-TWITTIRO 0.518036 Italian Italo-Romance
French-FQB 0.494413 French Gallo-Romance
Romanian-RRT 0.485427 Romanian Eastern Romance
French-GSD 0.478951 French Gallo-Romance
Italian-ISDT 0.478287 Italian Italo-Romance
Italian-VIT 0.475431 Italian Italo-Romance
French-Sequoia 0.469490 French Gallo-Romance
Portuguese-Bosque 0.467377 Portuguese Ibero-Romance
Italian-ParTUT 0.460128 Italian Italo-Romance
Italian-PUD 0.440346 Italian Italo-Romance
Chinese-GSDSimp 0.438902 Chinese Baseline
Chinese-GSD 0.438897 Chinese Baseline
Classical_Chinese-Kyoto 0.421589 Classical Chinese Baseline
Romanian-SiMoNERo 0.417338 Romanian Eastern Romance
Chinese-CFL 0.410452 Chinese Baseline

* The values are ranked in descending order according to the COSS values.
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Appendix IV: Word order freedom of the 27 corpora based on the

main clauses only

Corpus COSS (main clauses) Language Sub-branch
Latin-Perseus 0.793214 Latin Latin
Latin-PROIEL 0.774430 Latin Latin

Romanian-Nonstandard

0.768125 Romanian

Eastern Romance

Latin-ITTB

0.692569 Latin

Latin

Catalan-AnCora

0.617043 Catalan

Ibero-Romance

Spanish-AnCora

0.593932 Spanish

Ibero-Romance

Galician-CTG

0.563713 Galician

Ibero-Romance

French-Spoken

0.561221 French

Gallo-Romance

Galician-TreeGal

0.532583 Galician

Ibero-Romance

French-ParTUT

0.526311 French

Gallo-Romance

Italian-PoSTWITA

0.502648 Italian

Italo-Romance

Spanish-GSD

0.483907 Spanish

Ibero-Romance

Italian-TWITTIRO

0.480938 Italian

Italo-Romance

French-GSD

0.477861 French

Gallo-Romance

French-Sequoia

0.476555 French

Gallo-Romance

Italian-VIT

0.473558 Italian

Italo-Romance

Romanian-RRT

0.473501 Romanian

Eastern Romance

Italian-ISDT

0.469827 Italian

Italo-Romance

Portuguese-Bosque

0.465281 Portuguese

Ibero-Romance

French-FQB 0.464207 French Gallo-Romance
Italian-ParTUT 0.461698 Italian Italo-Romance
Italian-PUD 0.435240 Italian Italo-Romance

Classical_Chinese-Kyoto

0.422787 Classical Chinese

Baseline

Romanian-SiMoNERo

0.414387 Romanian

Eastern Romance

Chinese-CFL 0.410004 Chinese Baseline
Chinese-GSD 0.408248 Chinese Baseline
Chinese-GSDSimp 0.408248 Chinese Baseline

* The values are ranked in descending order according to the COSS values.



